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In this paper, a self-stabilizing algorithm is presented for finding biconnected components of a connected undirected graph on a distributed or network model of computation. The algorithm is resilient to transient faults, therefore, it does not require initialization. The proposed algorithm is based on stabilizing BFS construction and bridge-finding algorithms. Upon termination of these algorithms, the proposed algorithm terminates after $O(d)$ rounds, where $d$ is the diameter of the biconnected component with the largest diameter in the graph. The paper concludes with remarks on issues such as the adaptiveness of the algorithm.
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1. INTRODUCTION

Consider a connected undirected graph $G = (V, E)$, where $V$ is the set of $n$ nodes, and $E$ is the set of edges. Without loss of generality, we assume $V$ to be \{1, 2, ..., $n$\}. Two edges $e$ and $e'$ are said to be $B$-connected, denoted by $eBe'$, if $e = e'$ or there exists a simple cycle containing both $e$ and $e'$. A simple cycle is a path $(u, v, ..., u)$ such that no vertex except $u$ in the path occurs twice. $B$-connected is an equivalence relation which partitions the edges of $G$ into equivalent classes such that two distinct edges are in the same class iff they lie on a common simple cycle. Let $E_i$ be such an edge class and $V_i$ be the set of nodes (vertices) incident on the edges in $E_i$; subgraph $G_i = (V_i, E_i)$ is referred to as a biconnected component (BCC) of $G$. Informally, a connected graph is biconnected if it contains no cut-vertex, that is, a vertex whose removal disconnects the graph. Each maximal connected subgraph of $G$ without a cut vertex is referred to as a biconnected component of $G$.

If the graph represents a communication network, then nodes in the same biconnected component can enjoy a greater degree of fault tolerance in their
communication in the network. In addition, a biconnected component is less prone to the problem of network partitioning. Thus, from the fault tolerance point of view, identification of the biconnected components of a network is essential because biconnected components can tolerate a node failure in the network, while preserving at least one path between any two non-failed nodes in each biconnected component. Furthermore, many distributed algorithms for combinatorial problems on graphs assume that the graph is biconnected; therefore, the identification of biconnected component is essential [14].

A highly desirable property of fault-tolerant distributed systems is the property of self-stabilization. A self-stabilizing system guarantees that, regardless of the current state, the system reaches a legal state in a finite number of steps and the system state remains legal thereafter. Since the introduction of self-stabilization by Dijkstra [10], primarily in distributed systems, self-stabilizing algorithms for many fundamental problems in distributed systems have been proposed. For example, self-stabilizing mutual exclusion algorithms for a variety of network classes have been presented [6, 8, 10]. Self-stabilizing algorithms for electing a leader appear in [17, 22]. Self-stabilizing algorithms for a variety of graph theoretic problems are presented in [7, 13, 20, 19]. General techniques for constructing self-stabilizing algorithms are dealt with in [3, 4, 21]. Self-stabilizing algorithms are able to withstand transient failures. In addition, many self-stabilizing algorithms are capable of dealing with the dynamic addition and deletion of vertices or edges. Schneider provides a detailed survey on self-stabilization [23].

The problem of finding biconnected components has been studied extensively. A sequential algorithm for finding biconnected components is presented in Baase [5]. Static and dynamic distributed solutions are given in [2, 9, 15, 16, 24, 25]. However, there does not exist any self-stabilizing algorithm for finding biconnected components in the literature. In this paper, we present the first self-stabilizing distributed algorithm for finding biconnected components of a graph in the presence of transient faults. We view a fault that perturbs the state of the system but not the program as a transient fault. After a transient fault occurs and its effects are seen in the system, the algorithm eventually recovers from the fault. Since the algorithm is stabilizing, it does not require initialization. The proposed algorithm, referred to as Algorithm BCC, requires $O(d)$ rounds to identify all biconnected components in a graph upon termination of the underlying layers, where $d$ is the diameter of the biconnected component with the largest diameter in the graph.

It is possible to obtain a stabilizing algorithm for finding biconnected components using the general technique of Dolev and Herman [11]. Their general mechanism can take any silent task and construct a stabilizing algorithm for the task. However, general techniques often require a global state collection followed by a distributed reset. Hence, they require a larger state space and time complexity than their handcrafted counterparts. Our algorithm identifies each biconnected component locally and independently in $O(d)$ rounds, where $d$ is the diameter of the biconnected component with the largest diameter as opposed to the general mechanism of Dolev and Herman which requires a global state collection which takes $O(D)$ rounds, where $D$ is the diameter of the graph. For this reason, our algorithm is more efficient with respect to time and state complexity than the one constructed by the general
mechanism of Dolev and Herman. The same applies to the other aforementioned
general techniques for constructing stabilizing algorithms.

The paper is organized as follows. In Section 2, we present our model of
computation. Section 3 contains some definitions and provides the basis of the
algorithm. Section 4 presents the self-stabilizing algorithm for finding biconnected
components. Section 5 includes the correctness proof of the proposed algorithm and
a discussion on fairness issues related to the algorithm. We conclude the paper in
Section 6 with remarks on related issues such as time complexity.

2. COMPUTATIONAL MODEL

Let \( G = (V,E) \) be an arbitrary graph with node (vertex) set \( V \) and edge set \( E \),
where \( |V| = n \). We assume that each node of \( G \) is a process with a unique id, also
called node. Each node maintains a set of local variables whose values can be
updated by the node after inspecting its own local variables and the local variables of
its neighbors. The program of a node \( i \) can be expressed as

\[
*[G[1] \rightarrow M[1]} \ G[2] \rightarrow M[2]} \ \square \ldots \square \ G[k] \rightarrow M[k]]
\]

where

- each guard \( G[\ ] \) is a boolean function of the variables of node \( i \) and the
variables of its neighboring nodes;
- each move \( M[\ ] \) updates the variables of node \( i \); and
- \( *[S] \) corresponds to the repeated execution of the statement \( S \) until all guards
are false.
- \( \square \) is called the non-determinism symbol. One of the guarded actions
separated by them is selected non-deterministically in each iteration.

Note that each move denotes an atomic action. If a guard of node \( i \) evaluates to
true, we say that the guard and node \( i \) are enabled. Furthermore, if two or more
guards of the same node or of different nodes are enabled at the same time, then the
scheduler arbitrarily selects a subset of the enabled guards and allows the execution
of the corresponding moves to be completed. In the case of the central scheduler, the
size of the subset is one and the execution of a move is completed before any guard is
reevaluated; whereas in the case of the distributed scheduler, the size of the set is
arbitrary. We assume the presence of a central scheduler.

We assume that the scheduler is weakly fair. That is, if a guard is enabled and
remains enabled, it eventually executes the corresponding action (move). We make
this assumption for the sake of simplifying the proofs. As we show later, Algorithm
BCC is correct without any fairness assumption. Note that the chosen hypothesis,
central unfair scheduler, is compatible with that of the BFS and the bridge-finding
algorithms.

The state of a node is composed of the set of variables at the node. The system
state is the cartesian product of the states of the nodes in the system. A state of the
system is an element of the state space. The system state before the system is started is referred to as the initial state.

3. BASIS OF THE ALGORITHM

3.1. Stabilizing BFS Construction and Bridge Finding

Prior to formally describing the algorithm, we first present the basis of the algorithm. The algorithm is composed of three layers. The first (lowest) layer consists of a self-stabilizing algorithm for constructing a breadth-first search (BFS) tree of a connected undirected graph \( G = (V, E) \). The second layer is the stabilizing bridge-finding algorithm. The third (highest) layer is the proposed algorithm referred to as BCC algorithm. We assume that the BFS spanning tree of \( G \), rooted at \( r \in V \), is first obtained by applying one of the self-stabilizing BFS algorithms described in [1, 3, 12, 18]. The other layers of the algorithm assume that a spanning tree of the given graph \( G = (V, E) \) is available. Therefore, in the rest of this paper, we assume the presence of the BFS spanning tree \( T(r) = (V, E') \) rooted at node \( r \in V \), and oriented from the root to the leaves, where \( E' \subset E \) constructed by a self-stabilizing BFS algorithm as mentioned above.

We need the following definitions to describe the second layer of the algorithm. A node \( i \) in \( V \) is said to be the child of another node \( j \), with respect to spanning tree \( T(r) \), if \( j \) is the immediate predecessor of \( i \) in \( T(r) \); alternatively, \( j \) is said to be the parent of \( i \). Similarly, a node \( i \) in \( V \) is said to be a descendent of another node \( j \), with respect to spanning tree \( T(r) \), if \( j \) is a predecessor of \( i \) in \( T(r) \); alternatively \( j \) is said to be an ancestor of \( i \). For each node \( i \in V \), \( f(i) \) denotes the parent of node \( i \) in \( T(r) \), and \( f(r) \) denotes \( r \) indicating that root \( r \) is its own parent. For a pair of nodes \( i \) and \( j \) in a rooted tree \( T(r) = (V, E') \), the collection of nodes is defined to be the set of common ancestors \( \{x_1, x_2, \ldots, x_p\} \) if and only if each node \( x_k \), \( 0 < k \leq p \), is an ancestor of both \( i \) and \( j \). It is obvious that the root of the tree \( r \in \{x_1, x_2, \ldots, x_p\} \). A common ancestor \( v \) of a pair of nodes \( i \) and \( j \) in a rooted tree \( T(r) \) is defined to be the lowest common ancestor, denoted by \( \text{lca}(i, j) \), if and only if every common ancestor \( u \in \{x_1, x_2, \ldots, x_p\} \setminus \{v\} \) of \( i \) and \( j \) is an ancestor of \( v \). Let edge \( \{i, j\} \in E'E' \) be a non-tree edge of \( G \) and \( v \in V \) be the lowest common ancestor of nodes \( i \) and \( j \) in \( T(r) = (V, E') \). Also, let node disjoint paths (disjoint except for the terminals) \( B_i \) and \( B_j \), with origins \( i, j \) and terminals \( v, v \) in \( V \), respectively, be two paths of \( G \) such that every two consecutive nodes on each of these paths are joined by a tree edge. Paths \( B_i \) and \( B_j \) are referred to as link paths of non-tree edge \( \{i, j\} \). Notice that for each non-tree edge, the link paths connect the end points of the non-tree edge to their lowest common ancestor.

The second layer is made up of a self-stabilizing algorithm called the self-stabilizing bridge-finding algorithm computing values referred to as \( s \)-values and given in [20]. \( s \)-values computed by this algorithm can be used to find bridges of \( G \) and are also used for finding biconnected components of \( G \) in this paper. In the rest of this paper, we assume that \( s \)-values computed by the bridge-finding algorithm satisfy the following property after the termination.
For every node $v \in V$:

- $\{i, j\} \in s(v)$ if $\{i, j\}$ is a non-tree edge and $v$ is the lca of nodes $i$ and $j$.
- $\{i, j\} \in s(v)$ if $\{i, j\}$ is a non-tree edge and $v$ is not the lca of nodes $i$ and $j$, and $v$ is on the link path $B_i$ or $B_j$.

The above concepts are illustrated with the help of an example in Fig. 1. In the figure, a BFS tree rooted at node 1 is shown where each tree edge is shown by a solid line and each non-tree edge is shown by a dashed line. The graph contains two non-tree edges, namely $\{3, 4\}$ and $\{6, 7\}$. Notice that the $s$-set of each ancestor of nodes 3 and 4 up to their lowest common ancestor contains $\{3, 4\}$. Since node 1 is the lowest common ancestor of nodes 3 and 4, its $s$-set contains $\{\{3, 4\}\}$. Similarly, since node 5 is the lowest common ancestor of nodes 6 and 7, its $s$-set contains $\{\{6, 7\}\}$. Also, notice that the only bridge in the graph is edge $\{4, 5\}$ and $s$-sets of nodes 4 and 5 do not contain any element in common indicating that edge $\{4, 5\}$ is a bridge. It is easy to see that every other pair of nodes $\{i, j\}$ such that $\{i, j\} \in E'$ contains a common element in their $s$-sets. (We say that two nodes contain a common element $x$ when either both the nodes contain $x$ or one contains $x$ and the other contains $\{x\}$.)

We assume that the self-stabilizing BCC algorithm and the other two layers of the algorithm run concurrently; however, before the BFS tree is constructed, the moves made by the layers above may not guarantee any progress. Similarly, before the BFS tree is constructed and the $s$-values are computed, the moves made by the third layer may not guarantee any progress. Upon termination of the BFS algorithm, the second layer computes the $s$-values using the BFS tree. Analogously, after termination of the layers below, the third layer of the algorithm finds the biconnected components using the $s$-values and the BFS tree. For further discussions on the compositions of stabilizing algorithms, one may refer to [12]. We are not presenting the self-stabilizing BFS algorithm and the self-stabilizing bridge-finding algorithm, since they can be adapted from [1, 3, 12, 18] and [20], respectively.

![FIG. 1. The state of a system after termination.](image-url)
3.2. The Approach

In order to facilitate the description of the third layer of the algorithm, we need to make the following definitions.

Let $i, j$ be two nodes connected by a non-tree edge. Also, let $v$ be the lowest common ancestor of nodes $i$ and $j$. The paths over tree edges from $i$ to $v$, and from $j$ to $v$ and the non-tree edge $\{i, j\}$ make up a fundamental cycle (FC) of non-tree edge $\{i, j\}$. The fundamental cycle formed by non-tree edge $\{i, j\}$ is denoted by $FC(\{i, j\})$. $FC(\{i, j\})$ also denotes the set of nodes in the fundamental cycle formed by non-tree edge $\{i, j\}$. Node $v$, the lowest common ancestor of nodes $i$ and $j$, is referred to as the lca of $FC(\{i, j\})$ and denoted by $lca(\{i, j\})$. Also, $lca(x)$ denotes the lowest common ancestor of endpoints of the non-tree edge that form the fundamental cycle $x$. It is easy to see that there are as many fundamental cycles as the number of non-tree edges in $G$. Two FCs $u, w$ are said to be neighboring iff they share a common edge. Two FCs $u, w$ are said to be neighboring with respect to node $i \in FC(u) \cup FC(w)$ iff they share a common edge and $i$ is an ancestor of $lca(u)$ or $lca(w)$. Furthermore, two FCs $u_1, u_k$ are said to be transitively connected iff there exists a sequence of FCs $u_1, u_2, \ldots, u_k$, where $1 < k < n$, such that each pair of FCs $u_l, u_{l+1}$, for $0 < l < k$, in the sequence are neighboring fundamental cycles. Similarly, two FCs $u_1, u_k$ are said to be transitively connected with respect to node $i$ iff there exists a sequence of FCs $u_1, u_2, \ldots, u_k$, where $1 < k < n$, such that each pair of FCs $u_l, u_{l+1}$, for $0 < l < n$, in the sequence are neighboring with respect to node $i$.

Using the aforementioned property of $s$-values, the nodes contained in the fundamental cycle formed by non-tree edge $\{i, j\}$ can easily be identified because each node in the fundamental cycle contains either $\{i, j\}$ or $\{\{i, j\}\}$ in its $s$-value.

The self-stabilizing BCC algorithm is based on the following two important observations. These are presented in the form of the following lemmas, whose proofs are straightforward and hence omitted.

**Lemma 1.** Two FCs $u, w$ belong to the same biconnected component iff $u$ and $w$ are transitively connected.

**Lemma 2.** If two fundamental cycles $u$ and $w$ are neighboring, then the lca of $u$ is a descendent of that of $w$, the lca of $w$ is a descendent of that of $u$, or their lca’s are the same node in $T(r)$.

Lemma 1 can be used to find whether or not two nodes $x$ and $y$ are in the same biconnected component. If $x$ and $y$ are contained in fundamental cycles $u$ and $w$, respectively, and $u$ and $w$ are transitively connected, then nodes $x$ and $y$ are in the same biconnected component. Otherwise, they are not.

Lemma 2 describes the three possible orientations of two neighboring fundamental cycles. The proposed algorithm considers all these orientations in discovering that two fundamental cycles are neighboring. Consequently, this neighborhood knowledge can be used to discover the transitively connected fundamental cycles.

We now describe our approach implemented by algorithm BCC to identify the biconnected components of $G$. We associate a unique id with each edge in $G$. In addition, each nodal process maintains a variable $b$ called $b$-set of node $i$ and
denoted by \( b(i) \) containing a set of tuples. Informally, starting from the nodes at the largest depth of each biconnected component \( B \), the b-set of each node \( i \) in \( B \) collects the set of descendents of \( i \) contained in the biconnected component containing \( i \) in a bottom-up fashion. Eventually, the b-set of the ancestor of each biconnected component \( B \) contains the set of its descendents in the biconnected component. If \( i \) is a node in biconnected component \( B \) such that each node in \( B \setminus \{i\} \) is a descendent of \( i \), then node \( i \) is referred to as the ancestor of biconnected component \( B \). The fundamental data structure b-set of the algorithm is not a simple set, and therefore requires further explanation. We now describe b-sets in more detail. Each tuple in \( b(i) \) is of the form \( \{x, y\} \), where \( x = \{p, q\} \) denotes a non-tree edge incident on a descendent of \( i \) joining nodes \( p \) and \( q \), and \( y \) denotes a set of descendents of \( i \). Upon termination of the algorithm, the following holds. For each node \( i \in V \), \( \{\{p, q\}, y\} \in b(i) \) iff \( \{(p, q) \in s(i) \text{ or } \{(p, q)\} \in s(i)\} \) holds, and \( y \) is the set of descendents of \( i \) except \( p \) and \( q \) in the fundamental cycle \( FC(\{p, q\}) \) and in the FCs whose lcas are a descendent of \( i \) and transitively connected to \( FC(\{p, q\}) \) with respect to \( i \).

After the b-sets are computed in a bottom up fashion and the above condition holds, the biconnected components can be identified as follows. If \( FC_1, FC_2, \ldots, FC_k \) is a maximal sequence of transitively connected fundamental cycles such that fundamental cycles \( FC_j \) and \( FC_{j+1} \) for \( 0 < j < k \) are neighboring, the set of nodes in \( B = FC_1 \cup FC_2 \cup \cdots \cup FC_k \) is a biconnected component of \( G \) by Lemma 1. Observe that if the above condition holds after termination, then we have the following. For each node \( i \) in \( G \) that is an ancestor of a biconnected component \( B \), such that \( i \) is the lca of \( FC(x_1), FC(x_2), \ldots, FC(x_l) \), where each \( FC(x_l) \) for \( 1 \leq j \leq l \) is one of the maximal sequence of transitively connected fundamental cycles \( FC_1, FC_2, \ldots, FC_k \), then the following holds:

\[
\{x_1, y_1\}, \{x_2, y_2\}, \ldots, \{x_l, y_l\} \in b(i) \text{ iff } B = \{i\} \cup x_1 \cup y_1 \cup x_2 \cup y_2 \cup \cdots \cup x_l \cup y_i.
\]

Using the above, upon termination, the ancestor of each biconnected component identifies the nodes in the biconnected component. Once a biconnected component is identified by its ancestor, using a separate mechanism, \( i \) may broadcast its knowledge to each node in the biconnected component.

We use the \( s \)-values computed by the second layer of the algorithm to determine the number of tuples and the first element of each tuple in each b-set by ensuring that for \( i \in V \), \( \{x, \_\} \in b(i) \) iff \( x \in s(i) \) or \( \{x\} \in s(i) \) holds, where \( \{x, \_\} \) is a tuple, whose first element is \( x \) and the second element is arbitrary. After the \( s \)-values are computed by the second layer of the algorithm, the first element of each tuple can readily be computed.

The main task of the third layer of the algorithm is to compute the second element of each tuple. After for \( i \in V \), \( \{x, \_\} \in b(i) \) iff \( x \in s(i) \) or \( \{x\} \in s(i) \) holds, we know that each node \( i \) in fundamental cycle \( FC(\{p, q\}) \) has tuple \( \{(p, q), \_\} \) in \( b(i) \). Recall that \( \{(p, q), \_\} \) denotes a tuple whose first element is \( \{p, q\} \) and the second element is arbitrary. Using this information, we can readily identify each fundamental cycle by collecting the node id’s of all the nodes in the FC in a bottom up fashion. In this process, each node \( i \in V \) contained in the fundamental cycle \( FC(x) \) updates a given element \( \{x, y\} \) in \( b(i) \) as follows: for each child \( j \in V \) of \( i \) such that \( \{x, z\} \in b(j) \), it adds
Eventually, the lca of each FC knows all the nodes in the FC. That is, if node lca of \( u \) and \( w \) in \( D \) and nodes \( u \) and \( w \) are such that the lca of \( w \) is a descendent of that of \( u \), the lca of \( u \) eventually knows all the nodes in \( w \) as follows. We know that \( lca(w) \) eventually knows all the nodes in \( w \). We also know that the parent \( k \) of \( lca(w) \) eventually knows all its descendants \( D \) in \( u \). By the definition of neighboring fundamental cycles, we know that \( D \) and nodes in \( w \) have a common element. Node \( k \) eventually discovers that \( D \) and \( w \) have a common node by examining its state and the state of its child \( lca(w) \) and includes nodes in \( w \) into \( y \), where \( \{i, j\}, y \in b(k) \). At this point, node \( k \) knows all its descendants in \( u \) and all the nodes in \( w \). Then, the parent \( p.k \) of \( k \) includes nodes in \( w \) into \( y \), where \( \{i, j\}, y' \in b(p.k) \), and so on. Starting from node \( k \), node id’s of nodes in \( w \) propagate up to \( l \), where \( l \) is \( lca(u) \). That is, on the path \( lca(w), v_1, v_2, \ldots, lca(u) \) in \( T(r) \), each node eventually knows the nodes in \( w \) and its descendants in \( u \). Then, if \( u \) has a neighboring fundamental cycle \( z \) whose lca is higher in \( T(r) \) than those of \( w \) and \( u \), \( lca(z) \) eventually knows the nodes in \( w, u \) and \( z \). In this manner, the node id’s of transitively connected component are gathered and propagated upwards to the ancestor of each biconnected component. When the algorithm terminates, for each biconnected component \( B \), the ancestor of \( B \) knows all the nodes in \( B \). It is easy to see that this information can be disseminated to all the nodes in \( B \). However, for the sake of brevity, we do not present the implementation of this process of dissemination.

### 3.3. Illustrative Example

The above concepts are illustrated with the help of an example in Fig. 2. In the figure, a graph with a BFS tree rooted at node 11 is shown where each tree edge is shown by solid lines and each non-tree edge is shown by dashed lines. The graph contains four non-tree edges, namely \{1, 2\}, \{4, 5\}, \{6, 7\} and \{7, 8\}. Observe that fundamental cycles \( FC(\{1, 2\}) = \{1, 2, 10\} \), \( FC(\{4, 5\}) = \{3, 4, 5, 6, 10\} \), \( FC(\{6, 7\}) = \{6, 7, 9, 10\} \) and \( FC(\{7, 8\}) = \{7, 8, 9, 10, 11\} \) exist in the graph. Notice that \( FC(\{1, 2\}) \) does not have a neighboring FC, whereas, \( FC(\{4, 5\}) \) and \( FC(\{6, 7\}) \), and \( FC(\{6, 7\}) \) and \( FC(\{7, 8\}) \) are neighboring. Also notice that FCs \( FC(\{4, 5\}) \), \( FC(\{6, 7\}) \) and \( FC(\{7, 8\}) \) are pairwise transitively connected. It is easy to see that each tuple \( \{x, y\} \in b(i) \) indicates the set of descendants of \( i \) in \( FC(x) \) and in FCs transitively connected to \( FC(x) \) with respect to \( i \). For instance, \( b(10) \) includes \( \{\{1, 2\}, \{\}\} \), where \( \{\} \) denotes the empty set, indicating that nodes 10 and its descendants 1, 2, are in \( FC(\{1, 2\}) \). Also, \( b(10) \) includes \( \{\{4, 5\}, \{3, 6\}\} \) indicating that node 10 and its descendants 3, 4, 5, 6 are
in $FC(\{4, 5\})$ and in FCs transitively connected to $FC(\{4, 5\})$ with respect to node 10. Similarly, $b(11)$ includes $\{\{7, 8\}, \{3, 4, 5, 6, 9\}\}$ indicating that node 11 and its descendants 3, 4, 5, 6, 9 are in $FC(\{7, 8\})$ and in FCs $FC(\{4, 5\})$ and $FC(\{6, 7\})$ that are transitively connected to $FC(\{7, 8\})$ with respect to node 11. Also, notice that among the FCs $FC(\{4, 5\})$, $FC(\{6, 7\})$ and $FC(\{7, 8\})$ that are transitively connected, $FC(\{7, 8\})$ has the highest lca node 11 in $T(11)$. Since $b(11)$ contains $\{\{7, 8\}, \{3, 4, 5, 6, 9\}\}$, nodes 3, 4, 5, 6, 7, 8, 9 are in a biconnected component. However, since $b(11)$ does not include 1, 2 in any tuple, nodes 1, 2 and node 11 are not in the same biconnected component. It is easy to see that for every other node $i$, $\{x, y\} \in b(i)$ iff $\{p, q\} \in s(i)$ or $\{\{p, q\}\} \in s(i)$ holds, and set $y$ denotes the set of descendants of $i$ in the fundamental cycle $FC(x)$ and in the FCs whose lcas are descendents of $i$ and are transitively connected to $FC(x)$ with respect to $i$.

4. STABILIZING ALGORITHM FOR FINDING BICONNECTED COMPONENTS

In this section, we present the self-stabilizing algorithm for finding biconnected components implementing the strategy described above. We first introduce a function to facilitate the description of the algorithm:

$b(i)$ denotes a set of tuples of the form $\{x, y\}$, where $x = \{p, q\}$ denotes a non-tree edge incident on a descendnet of $i$ joining nodes $p$ and $q$. $b(i)$ is also referred to as the b-set of node $i$. For node $i \in V$, $\{\{p, q\}, y\} \in b(i)$ iff $\{p, q\} \in s(i)$ or
We also need the following notation:

\[ d^0.x \text{ at node } i \text{ denotes the set of descendants of } i \text{ in the fundamental cycle } FC(x) \text{ and in the fundamental cycles neighboring } FC(x) \text{ with respect to } i. \]

\[ d^k.x \text{ at node } i \text{ denotes the set of descendants of } i \text{ in the fundamental cycles } FC_0, FC_1, \ldots, FC_k \text{ such that } FC_0 = FC(x), \text{ for } 0 \leq l \leq k, \text{ each } FC_l \text{ is transitively connected to } FC(x) \text{ with respect to } i, \text{ and for } 0 \leq l < k, \text{ } FC_l \text{ and } FC_{l+1} \text{ are neighboring with respect to } i. \]

\[ a.x \text{ at node } i \text{ denotes the set of descendants of } i \text{ except } p \text{ and } q \text{ in the fundamental cycle } FC(x) \text{ and in the FCs transitively connected to } FC(x) \text{ with respect to } i. \]

Notice that each one of the decisions mentioned above is based on the local view of each node made up of its state and neighboring states. Therefore, due to having initial arbitrary values, at some point in time the local view of each node may not reflect the reality. The goal of the proposed algorithm is to ensure that eventually each node’s view reflects the reality.

The self-stabilizing algorithm for finding biconnected components is given in Fig. 3. The formal definitions of \( d^0.x \), \( d^k.x \) and \( a.x \) are given along with the algorithm based on the state of node \( i \) and its neighbor’s states.

Throughout the paper, we refer to the first guard of the algorithm as \( G_1 \), the second guard as \( G_2 \). Upon discovering that for node \( i \), \( \{x\} \in s(i) \lor x \in s(i) \) holds, node \( i \) includes \( \{x, a.x\} \) in \( b(i) \). Note that \( a.x \) for node \( i \) includes the set of descendants of node \( i \) in \( FC(x) \) and in the fundamental cycles transitively connected to \( FC(x) \) with respect to \( i \) except nodes in \( x \) according to node \( i \)’s current view of the system. Each node id \( i \in V \) contained in \( FC(x) \), propagates up to the lca \( v \) of the FC with the highest lca among the FCs transitively connected to \( FC(x) \) in \( T(r) \). This propagation is carried out by including \( i \) in the \( b \)-sets of its ancestors up to \( v \) as follows. If \( j \) is in \( FC(x) \), then the parent \( j \) of \( i \) includes \( i \) in tuple \( \{x, y\} \) in \( b(j) \). When we say that node id \( i \) is included in tuple \( \{x, y\} \), we mean that \( i \) is included in \( y \) if it is not already in \( x \) or \( y \). Then, the parent \( p.j \) of node \( j \) includes \( i \) in tuple \( \{x, y'\} \) in \( b(p.j) \), and so on. Eventually, \( i \) is included in tuple \( \{x, y''\} \) in the \( b \)-set of the lca of \( FC(x) \). Consequently, \( i \) is included in the \( b \)-set of the lca of the FC whose lca is the lowest ancestor of \( i \) among the lca’s of the FC’s transitively connected \( FC(x) \), then, the second lowest, and so on. Eventually, \( i \) is included in the \( b \)-set of the ancestor of the biconnected component containing \( i \). Notice that this propagation is implemented by \( G_1 \) of Algorithm BCC. \( G_2 \) ensures that the values contained in the \( b \)-sets due to arbitrary initialization and the moves caused by arbitrary initialization are removed.

Thus far, we have presented an algorithm that computes \( b \)-sets for each node. Note that since the information about the biconnected components in the system is implicitly maintained in \( b \)-sets of nodes in a distributed manner, therefore, we do not explicitly identify the biconnected components. Based on the \( b \)-sets, when the
algorithm terminates, for each biconnected component $B$, the ancestor $B$ knows all the nodes in $B$. Consequently, each node in $B$ may obtain this information and agree on the nodes in $B$.

5. CORRECTNESS

In this section, we show that Algorithm BCC is correct and self-stabilizing.

5.1. Safety and Liveness

Let $PRE$ be a predicate defined over $SYS$, the set of global states of the system. An algorithm $ALG$ running on $SYS$ is said to be self-stabilizing with respect to $PRE$ if it satisfies:

**Safety:** If a global state $q$ satisfies $PRE$, then any global state that is reachable from $q$ using algorithm $ALG$, also satisfies $PRE$.

**Liveness:** Starting from an arbitrary global state, the distributed system $SYS$ is guaranteed to reach a global state satisfying $PRE$ in a finite number of steps of $ALG$.

Global states satisfying $PRE$ are said to be stable. Similarly, a global state that does not satisfy $PRE$ is referred to as an unstable state. To show that an algorithm is self-stabilizing with respect to $PRE$, we need to show the satisfiability of both safety and liveness conditions. In addition, to show that an algorithm solves a certain problem, we need to either prove partial correctness or show that through transitions made by the algorithm among stable states the problem is solved.

We now show that Algorithm BCC is self-stabilizing by establishing the liveness and the safety properties.

![FIG. 3. The self-stabilizing algorithm for finding biconnected components (Algorithm BCC).](image-url)
Let $P$ be a predicate defined as follows. For node $i \in V$, $\{\{p, q\}, y\} \in b(i)$ if $\{\{p, q\}\} \in s(i)$ or $\{\{p, q\}\} \in s(i)$ holds, and $y$ is the set of descendants of $i$ except $p$ and $q$ in the fundamental cycle $FC(\{\{p, q\}\})$ and in the FCs whose lcas are descendant of $i$ and transitively connected to $FC(\{\{p, q\}\})$ with respect to $i$.

Now, we present the worst case time complexity or the upper bound of the BCC algorithm.

We assume that each node executes all its enabled actions in a step referred to as a move. We first classify the moves of the algorithm into two categories called initial moves and non-initial moves. The initial moves are those that are caused by arbitrary initialization and the non-initial moves are those that are caused by other moves in the system. We categorize each move as an initial move or as a non-initial move as follows.

Move $M_x$ by node $i$ is a non-initial move if there exits a move $M_y$ by a child $j$ of $i$ such that move $M_y$ happens before move $M_x$ and move $M_x$ is not enabled prior to move $M_y$. Otherwise, a move is referred to as an initial move. We say that a move is enabled if the conditions are satisfied for the move to take place. Let $M_y$ be the last such move. Move $M_y$ is referred to as the cause of move $M_x$.

An execution in a distributed system can be described as a sequence of moves $M_1, M_2, \ldots$, where $M_j$ is a move made by a node in the system. Consider move $M_x$ by an arbitrary node $i$. We identify a unique node $i$ and a unique move $M_y$, where $l < k$, by node $j$ which is the “cause” of move $M_x$ defined as follows.

Define $cause(\cdot)$ for initial moves

* $cause(M_x) = M_x$ if $M_x$ is an initial move.

Define $cause(\cdot)$ for non-initial moves

* $cause(M_x) = M_y$ if $M_y$ is a move such that move $M_y$ happens before move $M_x$ and move $M_x$ is not enabled prior to move $M_y$.

We now state several useful properties related to the function $cause()$. The first property is that distinct moves by a node have distinct causes.

**Proposition 1.** If $M_p$ and $M_q$ are distinct moves by node $i$ then

$$cause(M_p) \neq cause(M_q).$$

**Proposition 2.** A move by a node can only cause a move by its parent.

The next property that we establish is that the cause relationship is “acyclic”. The following proposition follows from the definition of cause.

**Proposition 3.** Let $M_x$ be a move by node $i$. If $M_x$ is not an initial move by node $i$, then the move $cause(M_x) = cause(cause(M_x))$ is not made by node $i$.

We now show the upper bound on the number of initial moves.

**Lemma 3.** The total number of initial moves in the system is $n$. 
Proof. By the definition of a move, observe that after a node takes its initial move, it can no longer make an initial move. Hence, the proof follows.

Now, based on the definition of \( \text{cause}(\ ) \) we define the notion of the source of a move. We then show that distinct moves have distinct sources and use that to prove an upper bound on the total number of moves made by all the nodes in the system. For each move \( M_k \) define

\[
\text{source}(M_k) = \begin{cases} 
M_k & \text{if } M_k \text{ is an initial move,} \\
\text{source}(\text{cause}(M_k)) & \text{if } M_k \text{ is a non-initial move.}
\end{cases}
\]

Intuitively, \( \text{source}(M_k) \) can be thought of as an initial move that causes \( M_k \) through a chain of moves.

The following proposition states a useful property of sources of moves. The proof of this proposition immediately follows from Propositions 1 and 3; hence it is omitted.

**Proposition 4.** The source of each move of Algorithm SCC is a distinct initial move.

Each initial move can trigger a bounded number of moves. The following lemma provides an upper bound on the number of moves caused by a single source. Since a move by a node can only cause a move by its parent as stated by Proposition 2 and the fact that \( G \) contains \( n \) nodes, we have the following proposition.

**Proposition 5.** Each distinct initial move can be the source of at most \( n - 1 \) moves.

The following lemma establishes the liveness of the algorithm.

**Lemma 4 (Liveness).** All guards of algorithm BCC are disabled after \( O(n^2) \) moves.

**Proof.** It is easy to see that the proof follows from Lemma 3, and Propositions 4, 5.

Having established the liveness of the algorithm, we now show the safety of the algorithm. For this purpose, we present the following lemma whose proof follows from the definition of \( ax \) and the description of the algorithm.

**Proposition 6.** Once predicate \( P \) holds, all guards of algorithm BCC are disabled.

The safety property follows from Proposition 6 since all guards are disabled once \( P \) holds. Therefore, the safety property is trivially satisfied. Hence, Algorithm BCC is self-stabilizing as stated by the following lemma whose proof follows from Lemma 4 and the above discussion.

**Lemma 5.** Algorithm BCC is stabilizing.

### 5.2. Partial Correctness

The following lemma establishes the partial correctness of our algorithm.
Lemma 6. If all guards of algorithm BCC are disabled, after they are all disabled, predicate $P$ is satisfied.

Proof. By induction on the height $h$ of $i$ from $p$ or $q$, where $x = \{p, q\}$ whichever is larger.

Induction hypothesis: For each node $i \in V$ and for each $\{p, q\} \in s(i)$ and $\{\{p, q\}\} \in s(i)$, where, such that $i$ is at height $h$ from $p$ or $q$ whichever is larger, predicate $P$ holds.

Basis: $h = 0$.

Notice that, in this case, $i = p$ or $i = q$ holds. Clearly, for each $\{p, q\} \in s(i)$, $a.x = \emptyset$, where $x = \{p, q\}$ and $\{x, y\}, \emptyset \in b(i)$ for node $i$ hold. Hence, $P$ is satisfied.

Induction step: Assume the induction hypothesis. To show that for each node $i \in V$ and for each $\{\{p, q\}\} \in s(i)$ such that $i$ is at height $h + 1$ from $p$ or $q$ whichever is larger, predicate $P$ is satisfied. Since no guard is enabled at $i$, we know that $b(i) = \{x, a.x\}$ holds. Let function $L(x, i)$ denote the set of descendants of $i$, where $x = \{p, q\}$, contained in $FC(x)$ and in all the fundamental cycles transitively connected to $FC(x)$ with respect to $i$. Let $i \in V$ be a node at height $h + 1$ from $p$ or $q$ whichever is larger such that $\{\{p, q\}\} \in s(i)$ holds, where $\{p, q\}$ is an arbitrary non-tree edge. Since $G1$ and $G2$ are disabled and $\{\{p, q\}\} \in s(i)$ holds, there exists two guards $\{\{p, q\}, y\} \in b(i)$. We need to show that $y = L(\{p, q\}, i)$. Also, let $j$ be an arbitrary node in $L(x, i)$. Now, we show that $x$ or $a.x$ at node $i$ contains $j$.

We know that one of the following cases must hold by Lemma 2.

Case 1: $j$ is in $FC(\{p, q\})$.

Then, we know that the following holds by the induction hypothesis:

$$\exists_{k \in c.i} \exists_{(p, q) \in b(k)} \{p, q\} \in s(k) \land (\{p, q\} \in s(i) \lor \{p, q\} \in s(i) \land \{p, q\}, y \in b(k) \land j \in y).$$

Clearly, by the definition of $a.x$, $j$ is in $a.x \cup x$.

Case 2: $j$ is contained in an FC that is transitively connected to $FC(\{p, q\})$ with respect to $i$ and $j$ is a descendent of $k \in c.i$. Without loss of generality, we assume that $j$ is contained in an FC transitively connected to $FC(\{p, q\})$ with respect to $i$. Let $k \in c.i$ be such that $k$ is on path from $i$ to $j$ over the tree edges. By the induction hypothesis, we have $\exists_{(w, z) \in b(k)} (j \in z)$. For nodes $i$ and $j$ one of the following must hold.

Subcase 1: $w = x$.

Notice that by the definition of $a.x$ and the fact that $G1$ is disabled, $j$ is in $a.x$. 
Subcase 2: $w \neq x$.

In this case, since \( \{y, z\} \notin b(i) \), we know that \( k \) is the lca of \( FC(y) \) by Lemma 2. Since \( FC(x) \) and \( FC(w) \) are transitively connected with respect to \( i \) and by the induction hypothesis, there exists a sequence of tuples \( c_1, c_2, \ldots, c_t \), where \( 0 < t < |E| \) such that \( c_t = \{x_t, y_t\} \in b(m) \), where \( m \) is a child of \( i \), \( (x_t \cup y_t) \cap (x_{t+1} \cup y_{t+1}) \neq \emptyset \) for \( 0 < t < |E| \), \( j \in (x_1 \cup y_1) \) and \( \{x_t, y_t\} \in b(i) \) hold. Then, by the definition of \( a.x \) and the fact that \( G1 \) is disabled, observe that \( j \) is in \( a.x \cup x \).

To show if \( \{x, y\} \in b(i) \), for an arbitrary node \( j \in x \cup y \), \( j \in L(x, i) \) holds and \( x \in s \times (i) \vee \{x\} \in s(i) \) holds. Since \( \{x, y\} \in b(i) \) and guards \( G1 \) and \( G2 \) are disabled, we know that \( x \in s(i) \vee \{x\} \in s(i) \) holds. Now, we are to show that for each node \( j \in x \cup y \), where \( \{x, y\} \in b(i) \) such that \( i \) is height \( h+1 \) \( p \) or \( q \) whichever is larger, \( j \in L(x, i) \) holds. Since \( G2 \) is false and by the definition of \( a.x \), we know that one of following cases holds. Now, we are to show that in each one of these cases \( j \in L(x, i) \) holds.

Case 1: \( j \in c.i \land \{x, z\} \in b(j) \).

Since \( \{x, z\} \in b(i) \), \( \{x, z\} \in b(j) \), we know that \( j \in FC(p, q) \), where \( x = \{p, q\} \). Therefore, by definition \( j \in L(x, i) \) holds.

Case 2: \( \exists_{k \in c} \exists_{\{x, z\} \in b(k)}(j \in z) \).

By the induction hypothesis and since \( \exists_{k \in c} \exists_{\{x, z\} \in b(k)}(j \in z) \) holds, we know that \( j \) is contained in an \( FC \) transitively connected to \( FC(\{p, q\}) \) with respect to \( i \), where \( x = \{p, q\} \). Then, clearly \( j \in L(x, i) \).

Case 3: There exists a sequence of tuples \( c_1, c_2, \ldots, c_t \), where \( 0 < t < |E| \) such that \( c_t = \{x_t, y_t\} \in b(m) \), where \( m \) is a child of \( i \), \( (x_t \cup y_t) \cap (x_{t+1} \cup y_{t+1}) \neq \emptyset \) for \( 0 < t < |E| \), \( j \in (x_1 \cup y_1) \) and \( \{x_t, y_t\} \in b(i) \) hold.

If \( \{x_a, y_a\} \in b(c_a) \) and \( \{x_b, y_b\} \in b(c_b) \), where \( c_a, c_b \in c.i \) and \( \{x_a \cup y_a\} \cup \{x_b \cup y_b\} \neq \emptyset \), then the fundamental cycles \( FC(x_a) \) and \( FC(x_b) \) are transitively connected by the induction hypothesis. Inductively, it can be readily shown that \( FCs \) \( FC(x_1), FC(x_2), \ldots, FC(x_i) \) are all transitively connected with respect to \( i \). Thus, \( j \in L(x, i) \). Hence, the proof follows. 

5.3. Round Complexity and Correctness

We now provide the round complexity of our algorithm. A round refers to a minimum execution sequence in which each enabled action is taken at least once. In a round, an action that is disabled either before or after the round starts and remains disabled until the end of the round need not be executed. Let function \( L(x, i) \) denote the set of descendants of \( i \) except \( p \) and \( q \), where \( x = \{p, q\} \), contained in \( FC(x) \) and in all the fundamental cycles transitively connected to \( FC(x) \) with respect to \( i \). The following lemma shows the round complexity of the BCC algorithm under the assumption that the underlying algorithms (layers) have already terminated.
Lemma 7. Algorithm BCC terminates after $d$ rounds, where $d$ is the diameter of the biconnected component with the largest diameter in $G$.

Proof. It can readily be observed that after the first round, for each node $j \in V$, $j$ has a non-tree edge $x$ incident on it, iff it contains $\{x,0\}$ in $b(j)$ (see $G1$ and $G2$ of the algorithm).

In each one of the following rounds of the algorithm, for each node $j \in V$, node id $j$ is guaranteed to propagate further up one level (from a child to its parent) in $T(r)$ until the propagation reaches the lca of the FC with the highest lca in $T(r)$ among the FCs that are transitively connected to the FC containing $j$. Observe that after $k$ rounds of the algorithm, for every node $i \in V$ such that $d(i,j) \leq k$, if $j \in L(x,i)$, $\{x, y\} \in b(i) \land j \in y$ holds. Inductively, it can be shown that since the distance of the farthest node from $i$ is $d$ in the biconnected component containing $i$, after $d$ rounds, the algorithm terminates.

From Lemmas 5, 6 and 7, we have the following theorem.

Theorem 1. Algorithm BCC is self-stabilizing and it finds all biconnected components of $G$ after $O(d)$ rounds upon termination of the underlying layers.

We presented Algorithm BCC under the weak fairness assumption. The assumption of having an unfair scheduler (having no fairness assumption) means that an enabled action is guaranteed to be executed only when it remains as the only enabled action in the system. Otherwise, i.e., if there are other enabled actions in the system, the action execution may be deferred indefinitely. The following theorem shows that Algorithm BCC is correct without any fairness assumption.

Lemma 8. Algorithm BCC is correct without any fairness assumption.

Proof. Suppose that there exists a guard which remains enabled but the corresponding move is never made. Then, the execution must continue with other enabled guards. Notice that each move by an arbitrary node $i$, disables its guard and may only enable a guard of node $f(i)$, parent of node $i$. As a consequence, since the graph does not contain any cycle, the number of moves in the system is finite. Therefore, the enabled guard eventually remains as the only enabled guard in the system and the corresponding move is made. Hence, the proof follows.

6. CONCLUSIONS

It is desirable to devise a stabilizing algorithm for finding biconnected components that can deal with dynamic topology changes. In fact, the proposed algorithm can deal with dynamic addition/deletion of edges/vertices provided that the BFS tree construction and the stabilizing bridge-finding algorithms are dynamic, and the graph remains connected.
On a distributed or network model of computation, we have presented a self-stabilizing algorithm that identifies biconnected components in a connected undirected graph. We assumed that algorithm BFS of [18] is used to compute initially the BFS spanning tree $T(r)$ of $G$. We also assume that values called $s$-values satisfying the aforementioned property are computed by the self-stabilizing bridge-finding algorithm. The proposed algorithm can guarantee progress only after these two algorithms have terminated. Algorithm BCC is self-stabilizing, therefore, starting from an arbitrary initial state or upon a transient fault, it is possible to find the biconnected components of $G$ after $O(d)$ rounds upon termination of the underlying layers. We showed that the proposed algorithm is correct and it works with an unfair scheduler.
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